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1.	Goal	of	the	Project	
The	goal	of	the	project	is	to	create	a	classification	model	to	identify	the	individuals	with	a	potential	of	
earning	more	than	$50,000	USD.	The	response	variable	is	a	binary	classifier	that	will	identify	whether	a	
person	will	make	$50k	and	the	predictor	variables	are	census	information	like	age,	marital	status,	
education	etc.	We	would	like	to	identify	the	significance	of	the	variables	that	were	used	as	predictors.	A	
couple	of	classification	techniques	were	used	to	compare	the	accuracy	of	the	classification.	The	focus	of	
this	project	will	be	more	on	the	interpretation	and	less	on	implementing	a	classification	algorithm	from	
scratch.	
	
2.	Statistics	of	the	dataset	used	
The	dataset	used	is	from	UCI	Machine	Learning	Repository:	https://archive.ics.uci.edu/ml/datasets/Adult	
No	of	Observations:	48842	
No	of	variables:	14	
Attribute	type:	categorical/numeric	
Predictor	variables:	age,	workclass,	fnlwgt,	education,	education-num,	marital-status,	occupation,	
relationship,	race,	sex,	capital-gain,	capital-loss,	weekly-hours,	native-country,	income	
Response	variable:	Income	
	
3.	Tools	Used	
Analysis:	R	
Visualization:	Tableau,	R	
	
4.	Feature	Selection	
We	will	exclude	the	irrelevant	variables	that	will	not	go	into	the	construction	of	our	classification	model.	
The	variables	fnlwgt	and	education-num	are	assumed	to	be	of	no	or	less	significance	and	are	removed	
from	the	training	and	test	datasets.	Attributes	like	education,	workclass	and	relationship	are	strong	
features	that	will	affect	the	response	variable.	
	
5.	Data	Visualization	
We	visualized	the	data	in	tableau	to	understand	the	significance	of	some	important	attributes	

		
	
	
	



	
	

	

	
	

	
	
6.	Choice	of	classification	technique	

§ We	chose	to	implement	two	classification	algorithms	so	that	we	can	compare	the	performance	
§ Naïve	bayes	is	simple	and	works	well	even	with	a	small	training	set	
§ Decision	Tree	is	fast	and	scalable	to	compute,	especially	in	this	case	where	there	are	a	lot	of	records	

(i)	Naïve	Bayes	classifier:	Below	are	the	test	results	for	naïve	bayes	classifier	

	
	



	
	
(ii)	Decision	Tree	classifier:	

	
Error	Rate	Plot:	

	
Decision	Tree:	

	



	
Decision	Tree	Statistics:	

	
7.	Evaluating	Performance	
With	the	dataset,	Decision	tree	performed	better	and	the	graphs	are	summarized	below:	
	

					 	
	

	



	
	

8.	Key	Insights		
§ People	with	higher	degrees	tend	to	earn	more	than	50k	

	
§ People	in	a	stable	relationship	usually	earned	more	than	50k	

	



	
	

§ Working	class	has	6%	of	the	records	missing	and	the	bulk	of	the	population	fall	into	private	
sector	

	
§ People	who	put	in	close	to	40	hours	earned	more	than	50k	

	
	
9.	Challenges	and	Opportunities	

§ With	the	given	time,	implementing	a	classification	algorithm	from	scratch	was	not	feasible	
§ With	more	time,	a	good	work	will	be	to	compare	all	classification	algorithms	and	plot	the	accuracy	of	

them	
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